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Protein–protein interactions drive most every biological process,
but in many instances the domains mediating recognition are dis-
ordered. How specificity in binding is attained in the absence of
defined structure contrasts with well-established experimental
and theoretical work describing ligand binding to protein. The
signaling protein calmodulin presents a unique opportunity to in-
vestigate mechanisms for target recognition given that it interacts
with several hundred different targets. By advancing coarse-
grained computer simulations and experimental techniques, mech-
anistic insights were gained in defining the pathways leading to
recognition and in how target selectivity can be achieved at the
molecular level. A model requiring mutually induced conforma-
tional changes in both calmodulin and target proteins was neces-
sary and broadly informs how proteins can achieve both high af-
finity and high specificity.

coarse-grained molecular simulations | stopped-flow fluorescence
techniques | conformational flexibility | hydrophobic motif |
calmodulin binding target

The ubiquitous protein calmodulin (CaM) interacts with a vast
selection of binding targets (CaMBTs); however, the mo-

lecular mechanisms that underlie target selectivity are not known
despite an enormous wealth of structural information (1, 2).
What emerges from this is the remarkable conformational flex-
ibility of CaM, which exists in highly dynamic structures in the
Ca2+ free and bound forms (3–6) and will adopt distinct con-
formations when bound to protein targets. These distinct modes
of binding are encoded by CaM-recognition motifs of targets that
display impressive variability in amino acid sequence and are
often partially or largely disordered in the absence of CaM.
These data indicate that CaM–CaMBT interactions lie at the
opposite end of the spectrum from the classic “lock and key”
mechanism (7) initially proposed for rigid ligand binding to
proteins, and require adopting more dynamic models, such as
induced fit (8) or conformational selection (9). The induced-fit
mechanism posits that productive binding occurs because the
rigid ligand can alter the conformation of the enzyme, and that
the final conformation exists only in the presence of ligand.
Conformational selection assumes that the enzyme naturally
samples a variety of conformational states and that the ligand
binds to one, or a small subset, of these states. However, newer
theories—termed extended conformational selection (10), mu-
tually induced fit (11), fly-casting (12), or folding and binding
(13, 14)—have begun to integrate molecule dynamics to describe
folding and binding involving flexible molecules in protein–protein
interactions, especially for the intrinsically disordered proteins
(15–17) for which folding and binding are concomitant.
The goal of the present study is to provide mechanistic insights

at a molecular level into the time-dependent conformational
adjustments between CaM and CaMBT for the binding mecha-
nism. Results show that although CaM visits conformations
similar to a target-bound structure in the absence of target,
targets are incapable of binding these conformations. Instead, we
show that binding occurs through a mechanism where both target

and CaM undergo a conformational “search” for the natively
bound conformation and provide an experimental foundation for
defining the mechanism of mutually induced fit.
To establish experimental constraints for the coarse-grained

simulations, we measured the association rate of CaM with
peptides representing the CaM-binding domains of Ca2+-CaM–

dependent kinase I (CaMKI) and Ca2+-CaM–dependent kinase
II (CaMKII) by stopped-flow fluorescence techniques (18). These
peptides represent two distinct motif classes of CaM-binding
molecules, and high-resolution NMR and crystal structures of
the bound complexes are available (19, 20). Motif classes are
defined by the spacing of hydrophobic residues that make sta-
bilizing contacts between CaMBTs and CaM. CaMKI contains
two motifs, 1–14 and 1–5-10, while CaMKII contains only the 1–
5-10 motif (Fig. 1A). Given that the initial contact of both pep-
tides interaction with CaM is diffusion controlled, the differ-
ences in on rates must involve transitions between initial contact
and the final complex formation. To investigate the molecular
basis behind such phenomena, we used a coarse-grained model
and performed Brownian dynamics simulation of the association
between CaM and each of the two CaMBTs. It is important to
note that the Hamiltonian of CaM is identical in all simulations
so that differences revealed in interactions must be due to the
distinct amino acid–sequence differences between CaMKI
and CaMKII.
Initial computational studies on the association rates of pro-

teins were typically based on the diffusion of rigid objects in
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which the structural flexibility of a protein was ignored (21–23).
Several computational approaches were developed using a
structure-based protein model that incorporated the structural
flexibility of a protein in the events of coupled folding and
binding (13, 24–26). Others extended this structure-based model
approach by introducing a set of experimentally determined
structures in the Hamiltonian (27–32) (such as multiple basin
structure-based models) or by including additional nonspecific
interactions (33) to investigate the transitions between two or
more distinct conformations of a protein (e.g., calcium-bound
and unbound conformations of CaM; refs. 34, 35). All of these
studies required a priori knowledge of specific structures of
bound complexes; the mechanism of target recognition and se-
lection among structurally flexible proteins is still elusive. In this
study, we overcame the limitation of existing computational
models by having a Hamiltonian for CaM that is transferrable in
the model and provides no bias among its conformations in the
bound state. In addition, we computed the association rates of
CaM and CaMBTs using an experimentally constrained coarse-
grained molecular simulation and investigated the molecular
mechanisms in postcollisional events. We were able to provide
a mechanism of mutually induced fit for the understanding on
how intrinsically disordered proteins achieve protein recognition
and selection.

Results and Discussion
Association Rates of CaM–CaMBT. Time-dependent changes in
fluorescence were monitored as CaM–Acr was rapidly mixed
with excess peptide under pseudo–first-order binding conditions,
and kon was determined by the slope of kobs values as a function
of peptide concentration (Fig. 1A). On rates were 37.88 × 107

and 15.40 × 107 M−1 s−1 for CaMKI and CaMKII peptides, re-
spectively. This difference in on rate cannot be accounted for
from differences in diffusion rates, as the peptides are not sig-
nificantly different in net charges (see ref. 18 for the effect of net
charges on kon) and in size (2.5 and 2.3 kDa, respectively), and
diffuse more quickly than the larger CaM molecule (16.8 kDa).
We used the experimentally measured association rates of

CaMKI and CaMKII with CaM to guide the determination of
the computed association rates for the two targets from our
simulations (Table 1 and its error analysis in SI Appendix, Table
S1). Association rates were determined using stopped-flow tech-
niques, where an environmentally sensitive fluorescent dye con-
jugated to the residue Cys75 of CaM reports association with
CaMBTs. The observed changes in fluorescence do not dis-
tinguish between various orientations of a CaMBT that causes
an environmental change. Correspondingly, our computational
approach was designed to accommodate all types of binding; we
did not dictate a particular orientation of the CaMBT to be
a criterion to define association. Instead we defined the num-
ber of intermolecular contacts (Z75) between residue 75 of

CaM and the CaMBT to define successful trajectories and
computationally assess the calculation of the association rates.
The definition of a successful association lies in the threshold

of Z75 (see SI Appendix for additional discussion on Z75). When
Z75 is less than 5, the computed association rates (ka) for both
CaMKI and CaMKII are similar. It indicates that the basic
mechanism of association involving diffusion is the same for both
targets at the beginning of association. As the threshold of Z75
grows to 9, the computed rates for the two targets differ by
a factor of 2 that is statistically significant (SI Appendix, Table
S1), which closely matches with the experimental data (ka of
CaM–CaMKI is 56.14 × 107 M−1 s−1 and ka of CaM–CaMKII is
22.61 × 107 M−1 s−1). We therefore used the threshold of Z75 = 9
as the criterion to define the end of the association process in
the simulations.

Early and Late Stages of Association. A successful association of
CaM and CaMBTs can be described by two major transitions in
a Z75 vs. time plot (Fig. 1 B and C and SI Appendix, Figs. S4 and
S5): the early-stage transition (ES) and the late-stage transition
(LS). ES denotes the first sharp transition shown in red (Fig. 1 B
and C for CaMKI and CaMKII, respectively). After initial con-
tact, the onset of association between CaM and CaMBTs in-
volves the initial formation of a transient complex, at the ES
transition. At this stage, the targets preferentially bind to the C
domain of CaM (cCaM) and this initial encounter can be mod-
eled as a diffusion-controlled association. This initial event is
followed by a second structural transition or the LS transition
encompassing the last 2% of a trajectory, which is shown in green
in Fig. 1 B and C. In this late stage, the N domain of CaM
(nCaM) collapses toward, and wraps around both CaMKI
and CaMKII.
To further explore the CaM–CaMBT association process, we

analyzed the association at the different stages ES (ES1 and ES2)
and LS (LS1 and LS2) by several parameters listed in Table 2. ES1

A B CFig. 1. Association of CaM and CaMBT. (A) Hy-
drophobic motifs are highlighted in CaMKI and
CaMKII peptide structures and sequences. Rates for
association, kobs, of CaMKI (black) and CaMKII (red)
peptides with CaM were measured and plotted
as a function of peptide concentration. A linear
function was used to fit the data where the
resulting slope represents the on rate, kon. On rates
were determined to be 37.88 × 107 and 15.40 × 107

M−1 s−1 for CaMKI and CaMKII peptides, re-
spectively. B shows the two major transitions in
typical trajectories of the association between CaM
and CaMKI, and C shows that between CaM and
CaMKII. The number of intermolecular contacts between the 75th residue on CaM and the target (Z75) is plotted as a function of the normalized time. The
superimposed structures of the CaM–CaMBT complexes are shown for the first transition (ES, in red). Similarly, the complex structures are shown for the
second transition (LS, in green). CaM from N to C termini is colored from red to blue. CaMBT is green.

Table 1. Calculated association rates obtained by simulations

Threshold Z75

CaM–CaMKI CaM–CaMKII

β ka (107 M−1 s−1) β ka (107 M−1 s−1)

5 0.512 572.68 ± 0.71 0.517 577.63 ± 0.71
6 0.359 415.64 ± 0.64 0.402 460.88 ± 0.66
7 0.237 282.29 ± 0.55 0.230 274.41 ± 0.54
8 0.148 180.07 ± 0.45 0.114 139.85 ± 0.40
9 0.045 56.14 ± 0.26 0.018 22.61 ± 0.17
10 0.002 2.52 ± 0.06 0.001 1.26 ± 0.04

The association rates ka were computed from Eq. 1, and the standard
error was estimated assuming number of successful trajectories follows Pois-
son distribution; β is the probability of successful association.
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is the time point when Z75 becomes nonzero and ES2 is the time
point immediately before Z75 reaches plateau. LS1 is the first time
point of LS, and LS2 is the last time point. At the beginning of the
early stage (ES1), the distance between the target and CaM is still
far apart (D75-target > 6σ; σ = 3.8 Å). Initially both CaMKI and
CaMKII bind to cCaM, as shown in the probability of in-
termolecular contact map at ES1 between CaM and CaMBT (SI
Appendix, Fig. S6 A and E), and the shape of CaM is rather ex-
tended (S ∼ 0.6 in Table 2). For both the CaMBTs, the relative
contact order (CO) is the same (CO = 0.25 in Table 2) at ES1. At
the end of the early stage (ES2), D75-target decreases significantly to
∼3σ accompanied by a significant decrease in the shape parameter
(S) of CaM at S ∼ 0.3. As CaM becomes less extended, the
CaMBTs interact with both cCaM and nCaM, shown by the en-
hanced contact probability between the target and helix B and C,
as well as helix F and G in SI Appendix, Fig. S6 B and F for CaM–

CaMKI and CaM–CaMKII, respectively. Moreover, the CO of
CaMKI remains unchanged, whereas for CaMKII the CO in-
creases to 0.28 (Table 2).
Between the two major transitions, from ES2 to the beginning

of LS1, we observed that D75-target significantly decreases to
∼1.8σ for both CaM–CaMKI and CaM–CaMKII (Table 2). The
position of a target moves closer to the binding pocket as the
shape of CaM becomes a spheroid. There exist noticeable dif-
ferences in the structural characteristics of CaM and CaMBTs
when transitioning from ES to LS: CaM from CaM–CaMKII
experiences a greater change in shape (from S = 0.28 to S = 0.15)
than the CaM from CaM–CaMKI (from S = 0.34 to S = 0.26).
Also, the CO of CaMKI still remains unchanged, and for CaMKII
CO increases to 0.32. Between ES2 and LS1 a significant number
of contacts to the cCaM are lost (especially from helix F and G of
CaM), and those to the nCaM increase (SI Appendix, Fig. S6 C
andG). At the end of LS (LS2), we observed a further decrease in
D75-target to ∼1.5σ for both systems without further changes in the
overall shape of CaM, as well as the probability of contact for-
mation (SI Appendix, Fig. S6 D and H). The CO of CaMBTs
increases to 0.26 and 0.33 for CaMKI and CaMKII, respectively.
The change in CO of CaMBTs at the different stages of associa-
tion further supports the inference that although both CaMKI and
CaMKII adopt similar conformation at the initial stages (ES1 and
ES2) of binding, significantly distinct conformations are apparent
near the end of association (LS1 and LS2). Our study showed that
upon binding with CaM, CaMKII adopts both helical and bent
helical conformations, whereas CaMKI exhibits mostly helical
structure. The overall helicity (H) (5) of CaMKI and CaMKII
throughout the association, however, is not significantly different

(HCaMKI and its SE ranges from 0.41 ± 0.04–0.46 ± 0.04 and
HCaMKII and its SE ranges from 0.34 ± 0.04–0.42 ± 0.06). We
propose that this is because H only captures the contact formation
of the helical pitches, but CO entails both the contact formation of
the helical pitches and the contact formation at a greater sepa-
ration in the sequence of a peptide.
Based on the analysis presented here, we suggest that the se-

quence variation in the two targets must dictate the distribution
of structures, and that the unique distribution of conformations
influences the overall rate of the final complex formation.

Structural Changes in CaM and CaMBTs During the Course of Association.
To investigate the above hypothesis, we next analyzed the struc-
tural variation of the targets upon association measured by the
root mean square fluctuations of CaMKI and CaMKII at the dif-
ferent stages of association (SI Appendix, Fig. S7 A and B, respec-
tively). When the association progresses from ES to LS, the
amplitude of the structural fluctuation at the middle segment of
CaMKI diminishes; whereas, for CaMKII the residues at the C
terminus diminish, indicating unique sequence-dependent dif-
ferences between the two targets dictate the final complex for-
mation at the LS.
We then computationally assessed the roles of hydrophobic

motifs of the CaMBTs (SI Appendix, Table S2) during associa-
tion by plotting the 3D probability distributions as a function of
both the native (QI) and intermolecular interactions (Z75) between
CaM and CaMBTs, and also the shape of CaM (S) in Fig. 2. The
native intermolecular contacts are defined only for 1–14 and
1–5-10 motifs of CaMKI and 1–5-10 motif of CaMKII (see SI
Appendix for the definition of QI). Both native and nonnative
contact formation provide a complementary analysis to the mech-
anism of the CaM–CaMBT association in response to the shape
changes in CaM. Upon association, CaMKI forms a greater num-
ber of native contacts corresponding to both 1–14 and 1–5-10 motifs
with CaM (Fig. 2 A and B, respectively) than CaMKII, which has
only the 1–5-10 motif (Fig. 2C). These unique features are circled at
QI = 6 between ES (Z75 ∼ 3) and LS (Z75 ∼ 7) in Fig. 2. Also
evident in these 3D probability distributions is that as CaM forms
contacts with a CaMBT, its shape changes from an extended el-
lipsoid to become more spherical, as discussed in the previous
section with details in Table 2. From these results, we infer that to
satisfy the final interaction to the 1–5-10–14 binding contacts on
CaMKI, the central helix of CaM has to unwind to a lesser extent
than for CaMKII (with only 1–5-10 binding motif), evident by the
CaM/CaMKII complex ending up in a more extended (less
spherical) conformation. These results are consistent with the

Table 2. Structural assessment of CaM and the target at the early and late stages of association

Stages of association Δ* (CaM) S† (CaM) D75-target
‡ (σ) CO{ (CaMBT)

CaM–CaMKI
ES1 0.43 ± 0.01 0.56 ± 0.02 6.45 ± 0.24 0.25 ± 0.01
ES2 0.32 ± 0.01 0.34 ± 0.02 3.37 ± 0.17 0.25 ± 0.01
LS1 0.27 ± 0.01 0.26 ± 0.01 1.82 ± 0.05 0.25 ± 0.01
LS2 0.27 ± 0.01 0.24 ± 0.01 1.52 ± 0.03 0.26 ± 0.01

CaM–CaMKII
ES1 0.45 ± 0.01 0.60 ± 0.02 6.28 ± 0.36 0.25 ± 0.01
ES2 0.28 ± 0.02 0.28 ± 0.03 3.20 ± 0.29 0.28 ± 0.02
LS1 0.20 ± 0.01 0.15 ± 0.02 1.84 ± 0.11 0.32 ± 0.02
LS2 0.20 ± 0.01 0.15 ± 0.02 1.53 ± 0.06 0.33 ± 0.01

*Asphericity Δ of CaM (35) is defined between 0 and 1. Here, 0 refers to the shape of a sphere and 1 refers to rod.
†Shape parameter S of CaM (35) ranging between −0.25 and 2 is defined as following: S < 0 is oblate, S = 0 is
spherical, and S > 0 is prolate.
‡D75-target is the distance between Cβ of 75th residue from CaM and the center of mass of the CaMBT; σ is the
reduced unit of length in the coarse-grained model, which equals to 3.8 Å.
{CO is the relative contact order of the target. The average sequence distance between all pairs of contacting
residues normalized by the total sequence length shown in SI Appendix, Eq. S7.
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structural unwinding of the central helix of CaM revealed
through NMR and crystallography (19, 20).
Next, we analyzed the orientation of the target against the

major axis of CaM and their secondary structures after forming
functional complexes. We used a phase diagram of cos(θ) and
ΔZ to analyze the orientation of bound targets relative to CaM
in SI Appendix, Fig. S7 C and D for CaM–CaMKI and CaM–

CaMKII, respectively. There are several dominant binding ori-
entations including normal, inverse, and others shown in SI
Appendix, Table S3. Nearly all CaMKI peptides bind in either
normal (49%) or inverse orientations (49%), with equal proba-
bility of each. CaMKII can bind in normal (30%), inverse (40%),
and other orientations (30%). Specifically, when we used CO to
describe the content of secondary structures of these targets, the
secondary structure of CaMKI in a bound complex is helical in
either a normal or an inverse position. In contrast, CaMKII
binding trajectories showed that nearly 40% of the bound com-
plex adopts bent helical structures (SI Appendix, Fig. S7C) with
a large CO value (SI Appendix, Fig. S7D and Table 2).

Principal Component Analysis (PCA) and the Cross-Correlation Analysis
on the CaM–CaMBT Complexes. Such structural divergence between
targets upon initial binding is expected to induce variation in the
structural changes of CaM as the two proteins progress along
dissimilar mutually induced fit trajectories toward bound com-
plexes. To quantify these differences, we performed PCA for all of
the successful trajectories to reveal the major conformational
adjustment of CaM upon target binding between the early stage
and the late stage transitions. Principal component 1 (PC1) reveals
the most dominant interdomain motion of CaM dictated by in-
teractions with target. Principal component 2 (PC2) indicates the
second largest conformational change of CaM that involves the
coupling between the intradomain and the interdomain motions.
A few typical trajectories were projected on the potential of mean
force (PMF), and these plots reveal a distinct pattern caused by
the unique binding orientations between CaM–CaMKI and CaM–

CaMKII (Fig. 3, SI Appendix, Figs. S8 and S9). We observed that
PC2 of CaM–CaMKI distinguished the trajectories of association
leading to a normal or inverse binding orientation (Fig. 3 A and
C). When CaMKI starts in an inverse mode of binding (Fig. 3A),
there are strong and broad anticorrelations among the contacts
across interdomain and intradomain CaM motions (SI Appendix,
Fig. S8B). At the late stage of the trajectory when CaMKI flips to
a normal orientation, the strained interaction among interdomain
motion diminishes (SI Appendix, Fig. S8C). Fig. 3C shows another
typical trajectory of CaM with a CaMKI peptide that starts at a
normal binding position and then ends at an inverse binding
position. The intradomain and interdomain movements of CaM
are strongly anticorrelated (SI Appendix, Fig. S8E) even after
they form a complex.

A similar pattern from the PCA is observed for the binding of
CaM to CaMKII. Fig. 3B shows a typical trajectory traveling
through the lower region of the PMF that starts with an inverse
binding position and ends in a normal binding position. From
PC1 and PC2 (SI Appendix, Fig. S9 B and C, respectively), we
note that before the formation of a functional complex, the
intradomain and interdomain anticorrelated motions in CaM are
diminished significantly as the time evolves. For another trajec-
tory that starts in a normal orientation and ends at an inverse
binding (Fig. 3D), the patterns differ at PC2 where the anti-
correlation among the interdomain contacts of CaM grows in-
stead of shrinks (SI Appendix, Fig. S9F, lower triangle). We ob-
served distinct types of antagonistic motions between the two CaM
domains in response to the orientation of CaMKII upon binding.
Overall, CaM–CaMKII has fewer trajectories that lead to a normal
binding position in a functional complex than CaM–CaMKI. This
may offer an explanation for the molecular mechanism of the
slower measured association rates of CaMKII over CaMKI.

Protein Recognition Through Conformational and Mutually Induced
Fit.We observed that at the onset of an association between CaM
and CaMBTs, the formation of a transient complex is initiated,
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each plot. A and B were plotted from the same set of simulation data. In the color bar, red and blue indicate low and high probability, respectively.

−6

−4

−2

0

2

P
ro

je
ct

io
n 

on
 P

C
2

(σ
) A

Projection on PC1 (σ)

0

2

4

6

8

C

B

−4 −2 0 2 4

D

950.3 0.6 0.90 1

I

II

III

IV

   Normal

Inverse

Normal

−6

−4

−2

0

2

P
ro

je
ct

io
n 

on
 P

C
2

(σ
)

Projection on PC1 (σ)
−4 −2 0 2 4

−2

0

2

4

6

8

Normalized Time PMF / kT

CaM-CaMKI CaM-CaMKII

Inverse

II

−2

7

Fig. 3. PCA on the trajectories between the early stage and the late stage
of the association. PC1 characterizes the interdomain movement of cal-
modulin and PC2 denotes the combined intradomain and interdomain
movements of calmodulin. The PMF (in gray scale) is obtained by projecting
structures from all of the trajectories along directions PC1 and PC2. Repre-
sentative trajectories are shown for CaM–CaMKI (A and C) and CaM–CaMKII
(B and D) that lead to normal and inverse binding, respectively. Trajectories
were colored by the normalized time and projected on the surface of PMF
along PC1 and PC2. A schematic complex of CaM–CaMBT as well as two
green guidelines, are provided; σ is 3.8 Å.
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and then a newly formed energy landscape emerges that ac-
counts for conformational adjustments required to form the
partially associated complex (Fig. 4A). The distinction between
CaM–CaMKI and CaM–CaMKII occurs at target recognition
(Fig. 4B), where differences in the structural fluctuation of the
targets induce different responses in the structure of CaM. These
fluctuations involve both interdomain and intradomain move-
ments as the target-binding pockets in CaM adjust to the unique
structurally changing targets, and CaM collapses from a normally
more extended conformation. The target recognition happens
during the process of conformational and mutually induced fit
because both CaM and the target must undergo significant struc-
tural changes to access new conformations that rarely exist
before binding.
To further understand the nature of intermolecular inter-

actions (hydrophobic and electrostatic) in the mechanism of the
conformational and mutually induced fit, we calculated the av-
erage number of contacts for each residue of CaMKI and
CaMKII with CaM at the different stages of association. Our
results clearly indicate that most of the charged residues of
CaMBTs (labeled with an asterisk in SI Appendix, Fig. S10) have
significant interactions with CaM at ES1. Nonetheless, at the
later stages of association, especially at ES2 and LS1, we found
that the increase of contacts from hydrophobic residues of the
CaMBTs is relatively higher than those from the charged resi-
dues as the CaMBTs approach the binding pocket of CaM to
form a functional complex at LS2. From our study, we can
identify key rate-limiting steps that dictate the formation of CaM
and CaM target binding. CaMKI has two hydrophobic motifs

(1–5-10 and 1–14) and CaMKII has only one (1–5-10), and our
findings have revealed how such seemingly subtle differences
may induce a differential response as CaM undergoes structural
adjustments to form a canonical functional complex.
Our contribution here emphasizes how CaM’s structural flexi-

bility is essential to accommodate the unique conformational
changes each of its target undergoes so as to achieve the target
recognition and possibly selectivity. Our study demonstrates the
classical lock-and-key mechanism and the induced fit model, as
well as conformation selection, are insufficient to explain CaM’s
target recognition. In addition, our analysis on CaM target binding
provides two detailed mechanistic examples of how the final
protein complex is formed through mutually induced conforma-
tional changes between interacting partners.

Materials and Methods
Measurement of the Association Rates by Stopped-Flow Fluorescence
Spectroscopy. On rates were measured using an Applied Photophysics Ltd
model SX20MV sequential stopped flow spectrofluorimeter with an in-
strument dead time of 1.7 ms. Reactions were carried out by rapidly mixing
solutions from two syringes in equal volumes at 4 °C. One syringe contained
200 nM acrylodan labeled CaM in a standard buffer (1 mM CaCl2, 25 mM
Mops, 150 mM KCl, 0.1 mg/mL BSA, 0.1 mM EGTA, pH 7.2) and the other
contained the indicated amount of peptide in the standard buffer (see SI
Appendix for the sample purification and preparation). Data were collected
for six binding reactions and the average was fit to a single exponential
equation to determine kobs (SI Appendix, Fig. S1). On rates were calculated
for each condition by plotting kobs as a function of peptide concentration
and determining the slope of the linear fit (Fig. 1).

Coarse-Grained Protein Model. A side-chain Cα model (36) that includes two
beads per amino acid (except glycine) was adopted to represent CaM and
each of the two CaMBTs (CaMKI and CaMKII). The total potential energy E of
the system is given by E= ECaM + Etarget + ECaM−target . ECaM and Etarget repre-
sent the potential energy of the CaM and a target peptide, respectively.
Each consists of the structural term, nonbonded van der Waals interaction
and electrostatic interaction (see the SI Appendix for detailed description of
each of these energy terms). The electrostatic interaction between the two
beads with partial charges (5) in solution is described by the Debye–Hückel
(37) potential to include the screening effect of ions. The nonbonded van
der Waals interaction is represented by a Lennard–Jones (LJ) potential (SI
Appendix, Eq. S5). The solvent-mediated interaction between beads i and j
each with a distinct type of amino acid «ij is scaled to avoid overly com-
pensating the electrostatic interactions due to the introduction of a Debye–
Hückel potential. Details are provided in the SI Appendix and the scaled
strength of LJ interactions within CaM or a target peptide «intraij is provided
in SI Appendix, Table S7. The energy between CaM and a target peptide
ECaM-target consists of both van der Waals interaction (LJ potential) and
electrostatic interaction. The strength of the LJ interaction between CaM
and a target peptide «interij was set to 2 «intraij to enhance the stability of the
functional complex when the two domains of CaM wrap around the target.

Parameterization of CaM and Targets. For CaM, aimed at developing a
transferrable potential for CaM to interact with CaMBTs of distinct types,
we used the crystal structure of an extended form of unbound CaM (PDB ID:
1CLL) (38) as a reference. In specific, the dihedral potential of CaM was
parameterized to reflect the experimentally obtained measurements. The
average radius of gyration of CaM after parameterization is ∼21.2Å, close to
the value 21.3 Å measured by the X-ray scattering experiments (39). The
distribution of the radius of gyration of CaM (SI Appendix, Fig. S11) shows
two peaks corresponding to the extended state and the collapsed state at
the ratio of 9.25:1, close to 9:1 from the paramagnetic relaxation en-
hancement measurement (6). For the targets, the dihedral strength was
parameterized to render a highly disordered ensemble of structures in the
unbound state and allows the sampling of helical conformations in the
bound state. Expression and parameters of then Hamiltonian for the two
systems can be found in the SI Appendix.

Association Simulations. Coarse-grained molecular simulations were per-
formed using an in-house version of AMBER10 (40) to investigate the asso-
ciation process through the Brownian equations of motion. The simulation
temperature is kBT/« = 1.1, where « = 0.6 kcal/mol and kB is the Boltzmann
constant. The viscosity of the system was set to 0.001 Pa · S in aqueous

Ca  -CaM
2+

CaMKIICaMKI

   Ca  -CaM-CaMKI 
functional complexes

  Ca  -CaM-CaMKII 
functional complexes

2+ 2+

A

Ta
rg

et
 re

co
gn

iti
on

B

A
ss

oc
ia

tio
n

Fig. 4. Schematic energy landscape of calmodulin-target recognition
through mutually induced fit. (A) Before association, CaMKI and CaMKII
targets each remain unstructured in the unbound state, and Ca2+–CaM
samples both the extended and the collapsed conformations that are dif-
ferent from the conformation in the bound complex. Once a target binds to
one of the domain of Ca2+–CaM in the extended conformation they form
a transient complex. (B) Both the target (CaMKI or CaMKII) and CaM un-
dergo significant conformational changes and form an encountered com-
plex. Each target renders distinct orientations and structures that induce
subtle differences in the correlated motion within Ca2+–CaM. Recognition
occurs during the conformational and mutually induced fit process before
the formation of the functional complexes of Ca2+–CaM–CaMKI and Ca2+–
CaM–CaMKII.
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solution. We started with an algorithm developed by McCammon and co-
workers (41). The association rate ka is calculated by,

ka =4πDb
�

β

1− ð1− βÞΩ
�
, [1]

where D is the diffusion coefficient of the system, which is the sum of the
diffusion coefficients of the target and CaM. In our calculations, we used
the experimental measurement on D (42) for CaM (7.8 × 10−7 cm2/s). For the
targets, we approximated the diffusion coefficient to be 2 times that of
CaM based on the ratio of their sizes in terms of their radius of gyrations,
because experimental values were not available; β is the probability of
successful association events. CaM was randomly distributed in a spherical
surface that is b = 15σ (σ = 3.8 Å) away from the center of mass of
a binding target. The interactions between CaM and the target are iso-
tropic beyond this distance. Here, Ω is the returning rate, which was set to
0.2 in the simulation (43, 44). In other words, the simulation stopped if the
distance between CaM and a binding target exceeded 75σ or reached the
maximum time of 240 million steps. A total of 1,000 pairs of CaM and
CaMBT coordinates were selected for the kinetic simulation. Details about

preparation of initial structures and Brownian dynamics simulation are
provided in the SI Appendix.

Analysis of Data from Simulations. The D75-target defines the distance between
residue 75 of CaM and the center of mass of the target. S (CaM) measures
the shape of CaM during association from an unbound extended conformation
to thebound state. TheCO is themeasureof the locality of the contacts between
residues along a sequence normalized by the total length of the sequence
(SI Appendix, Eq. S7). Here, θ is definedas the angle between the vector pointing
from the center of mass of cCaM to that of nCaM and the vector pointing from
the geometrical center of the last four to that of the first four amino acids of
a CaMBT; ΔZ is defined as the difference in the number of intermolecular con-
tactsofaCaMBTat its twoends totheCaMdomains [seeSIAppendix, Figs. S2and
S3 for a detailed description of cos(θ) and ΔZ, respectively].
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