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#### Abstract

In this paper, we provide an analysis of orientation flights in bumblebees, employing a novel technique based on simultaneous localisation and mapping (SLAM) a probabilistic approach from autonomous robotics. We use SLAM to determine what bumblebees might learn about the locations of objects in the world through the arcing behaviours that are typical of these flights. Our results indicate that while the bees are clearly influenced by the presence of a conspicuous landmark, there is little evidence that they structure their flights to specifically learn about the position of the landmark.
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## 1 Introduction

### 1.1 Orientation flights in bees and wasps

When bees and wasps first leave their nests or a productive food source they perform a series of stereotypical flight manoeuvres referred to as orientation flights (von Frisch 1967; Becker 1958; Vollbehr 1975; Zeil and Kelber 1991; Zeil 1993a; Capaldi et al. 2000), or Turn Back and Look

[^0](TBL) flights (Lehrer 1991, 1993; Lehrer and Collett 1994) ${ }^{1}$. Immediately following take off they turn to face the place of interest and fly a series of arcs of increasing distance roughly centred on the goal. It is known that disruption of these flights affects the bees' ability to successfully relocate the goal and that as the bees become more familiar with their visual environment they spend less time performing these orienting behaviours until eventually they fly almost directly away (Lehrer 1993). Experienced bees will however re-initiate orientation flights if they have trouble finding the goal (Iersel and Assem 1964; Wehner 1981).

Many previous authors have made the observation that the sideways arcing movements that are typical of these flights would be suitable for measuring depth through motion parallax (Cheng et al. 1987; Lehrer 1991; Lehrer and Collett 1994; Collett 1995; Collett and Zeil 1997; Zeil 1993a,b). Lehrer and Collett (1994) investigated what depth cues bees learned during their approach to a feeder and during their TBL flights when leaving. Bees were trained to collect a reward from a feeder that was located in a fixed position relative to a cylinder. In three experimental conditions, bees were able to view the cylinder: only on their approach to the feeder; only on their departure; or, during both approach and departure. Probe tests demonstrated that bees that viewed the cylinder only on arrival learned its apparent size whereas bees that viewed the cylinder on departure learned the absolute distance. Bees that were able to view the cylinder on arrival and departure learned both apparent size and absolute distance, with absolute distance providing the primary cue during the

[^1]initial phase of learning and absolute size becoming more important later on.

These observations beg the question of how visual information is used during these flights. The results discussed above clearly implicate TBL flights in learning about the absolute depth of landmarks. Here we investigate whether flights are structured to optimally extract depth information from the environment. Holding such metric information might enable the development of a metric representation of the spatial relationships between a discrete set of salient features or landmarks within a geo-centric or world-based frame of reference, a map. Whether or not insects solve spatial problems in this way has generated a great deal of controversy over the years and is still regarded as an open question (Menzel et al. 2005; Gallistel 1989; Gould 1986; Wehner and Menzel 1990; Wehner et al. 2006). Much of the debate centres on the cognitive demands and the utility of learning such map-like representations given the short lifespan and limited neural resources available to insects. In contrast, we approach the issue by examining whether the stereotypical arcing manoeuvres observed during TBL flights are optimised for learning the metric information required for a map-like representation of the world.

TBL flights potentially provide cues to depth in at least two ways. First, the movements produce patterns of optic flow across the whole visual field that allow landmarks to be ranked according to depth (Cheng et al. 1987; Zeil 1993b). Alternatively, the positions of a discrete set of visual features or landmarks could be learned without the direct use of optic flow. By tracking the path of individual features across the retina and combining this information with information about ego-motion, an estimate of the position of each of the features could gradually be built up. Each time a feature is viewed, the estimate of its position could be updated and improved providing an increasingly coherent spatial representation of the world. Maintaining such a representation would allow the bee to re-orient upon viewing familiar landmarks in the vicinity of the goal. This is consistent with the observation that experiencing a prominent landmark en route narrows the search distribution of returning bees (Srinivasan et al. 1997).

### 1.2 The Bayesian brain

There is growing evidence that many aspects of sensorimotor behaviour in animals can be closely modelled in terms of Bayesian inference and estimation, a framework that can handle the inherent uncertainty and noise in the natural world. For instance, many authors argue that a framework based on Bayesian inference is highly suited to modelling and understanding vision, as it is capable of dealing with the complexities and ambiguities of natural images while accounting for fundamental perceptual tasks such as recognition (e.g. Yuille and Kersten 2006; Lee and Mumford 2003). More
specifically, Cheng et al. (2007) review numerous instances of integration of spatial cues in diverse species, including insects, and show that the ways in which the cues are combined closely follows a Bayesian interpretation of perception. Courville et al. (2006) show how a Bayesian approach provides a principled interpretation of conditioning in animals in a changing world, specifically the finding that surprising events provoke animals to learn faster. Kording and Wolpert (2006) show that action selection in human motor behaviour is close to that predicted by Bayesian decision theory, which defines optimal choice in a world characterised by uncertainty. The success of such models has led some to speculate that brains possess neural circuitry that does something very close to estimating probability distributions (Knill and Pouget 2004); indeed Rao has demonstrated that small recurrent networks of noisy integrate-and-fire neurons can perform approximate Bayesian inference (Rao 2004). For further details of such approaches see the wide ranging review in Griffiths et al. (2008).

The success of such Bayesian interpretations suggest that if the bees in the study described here are learning the position of the landmark as part of some metric representation of the environment, it is reasonable to hypothesise that they are doing so in a way that can be closely modelled in terms of Bayesian estimation. If the flights are structured in such a way as to learn positional information, a probabilistic analysis should reveal changes in uncertainty estimates associated with the landmarks. As described in the next section, we have adapted SLAM, a powerful probabilistic framework developed in mobile robotics, to provide quantitative tools to study bee flights within a Bayesian framework. Because the probabilistic robotics framework, which was specifically developed to deal with closed loop sensorimotor behaviour, is so general, it can be readily adapted to the study of insect behaviour.

### 1.3 Probabilistic robotics and SLAM

Over the past fifteen years or so, approaches based on probabilistic inference have become prominent in mobile robotics, particularly in map building and navigation. The mapping problem involves a period of exploration during which a robot builds a map of its environment that can then be used for accurate navigation. A related problem is that of localisation-the ability of a robot to determine where it is, relative to a map, from its sensor readings. Most work in this area has concentrated on the simultaneous localisation and mapping (SLAM) problem (Smith et al. 1990; Dissanayake et al. 2001; Durrant-Whyte and Bailey 2006), also sometimes known as the concurrent mapping and localisation problem (Thrun et al. 1998). This requires a mobile robot, when placed at an unknown spot in an unknown environment, to incrementally construct a consistent map of the environment at
the same time as determining its location in the map. A great deal of progress has been made and for certain types of environments good solutions to the problem have been found (Durrant-Whyte and Bailey 2006; Milford and Wyeth 2008; Cummins and Newman 2008). Nearly all these solutions rely on probabilistic models of the robot and its environment, and employ probabilistic inference in building maps from the robot's sensor readings.

The success of the probabilistic approach stems from the fact that the mapping problem is inherently uncertain and robot sensors are noisy, as is robot movement. The probabilistic approaches embrace these characteristics of the problem rather than ignoring them or trying to hide them. The overall approach is to use recursive Bayesian methods to build up estimates of unknown probability density functions over time using incoming sensor measurements and a mathematical process model as outlined below. In probabilistic terms the SLAM problem requires the following probability distribution to be computed for every time $t$.
$P\left(\mathbf{x}_{t}, \mid Z^{t}, U^{t}, \mathbf{x}_{0}\right)$
where the vector $\mathbf{x}_{\mathbf{t}}$ represents the system state describing both the robot (robot position and orientation etc.) and pertinent information about the environment (usually landmark locations, but more complex metric relationships describing various aspects of the geometrical layout of the environment are also sometimes used), $Z^{t}$ and $U^{t}$ represent all sensor readings, $z_{t}$, and motor controls, $u_{t}$, from time $t=0$ until the present: $Z^{t}=\left\{z_{0}, z_{1}, \ldots, z_{t}\right\}, U^{t}=\left\{u_{0}, u_{1}, \ldots, u_{t}\right\}$. Thus equation 1 is the conditional probability density of the system state, given the recorded sensor inputs and the motor controls, along with the initial position of the robot, $\mathbf{x}_{0}$. Using Bayes Theorem it is possible to recast this distribution in terms of the following recursive equation (Thrun et al. 2005):

$$
\begin{align*}
P\left(\mathbf{x}_{t} \mid Z^{t}, U^{t}, \mathbf{x}_{0}\right)= & \eta P\left(z_{t} \mid \mathbf{x}_{t}\right) \int P\left(\mathbf{x}_{t} \mid \mathbf{x}_{t-1}, u_{t}\right) \ldots \\
& P\left(\mathbf{x}_{t-1} \mid Z^{t-1}, U^{t-1}, \mathbf{x}_{0}\right) d \mathbf{x}_{t-1} \tag{2}
\end{align*}
$$

where $\eta$ is a normalising constant. This equation involves a probabilistic motion model, $P\left(\mathbf{x}_{t} \mid \mathbf{x}_{t-1}, u_{t}\right)$, which assumes a Markov process in which $\mathbf{x}_{t}$ depends only on the previous position, $\mathbf{x}_{t-1}$, and the applied motor control, $u_{t}$, as well as a probabilistic sensor observation model, $P\left(z_{t} \mid \mathbf{x}_{t}\right)$, which describes the probability of making sensor observations when the robot location and the map are known. Solutions to the SLAM problem involve finding appropriate representations for the motion and sensor observation models such that the various probability densities can be calculated via efficient recursive procedures. The most common approaches use an extended Kalman filter (EKF) (Guivant and Nebot 2001) or a more general particle filter (Montemerlo et al. 2002).

### 1.4 Outline of the paper

In this paper, we use the SLAM framework in a different way. By running a SLAM simulation with the recorded flight trajectories as the movements that are made and using a model of a bee's visual system as a sensor observation model together with a very general probabilistic motion model, we can examine which parts of the local environment would be mapped most effectively. Here, probabilistic SLAM becomes a tool for analysing noisy behavioural data to investigate whether the structure of TBL flights is consistent with bees learning a metric representation. To use this approach we simulate the learning of a map given particular flight structures. The uncertainty values associated with entries in the map provide a direct measure of the efficacy of the flight, or parts of the flight, for learning about that position in the map. Note that this analysis does not depend on bees using such maps. It simply provides a method for analysing the informational content of the bee's movements.

We have recorded trajectories of bumblebees performing orientation flights on leaving their nest in the presence of a single conspicuous landmark in order to examine what the bees might be attending to and learning. We analyse these flights in terms of generated optic flow and their potential for learning metric information about the positions of visual features. If bees are attempting to learn metric information about the landmark, we would expect the structure of the flights to show some bias towards learning about the depth structure of the world at or near to the position of the landmark.

In the next section, we describe the SLAM approach to learning and how we acquired the flight data to which we have applied our analyses. Finally, we report our results and conclude with a discussion of their implications.

## 2 Methods

### 2.1 A probabilistic solution to the SLAM problem

The essence of the SLAM approach for a visually guided agent is to estimate the current state of the system (i.e. positions etc. of the agent and all landmarks in the world) using a two-step procedure which importantly also attempts to quantify the uncertainty of each estimate. First, the state estimate, together with a covariance matrix that reflects the uncertainty in the estimate, is propagated forward in time using a process or movement model that defines how the agent's state (position, velocity etc.) changes in response to a control input. Following this, a (noisy) measurement of all visible objects is made and used to update the state and covariance estimates once again. Here, both update steps are implemented through an EKF, the most common approach for non-linear state estimation.

The process and sensor models are therefore crucial and their accuracy determines how the uncertainty in the system evolves. In the first stage, uncertainty in the agent's position will increase, due to inaccuracies and noise in the process model while state and covariance estimates of object positions are unchanged as they are unaffected by agent movement. In contrast, the measurement phase acts to reduce the uncertainty in the entire state estimate, with reduction in uncertainty being determined by the accuracy of the measurements.

### 2.1.1 The state and covariance

The state $\hat{x}$ of the system is a vector containing both the state of the agent $\hat{x}_{v}$ and the positions of all tracked features $\hat{y}_{i}$. In our current implementation, we chose to track a single feature in each of our simulations. By changing the position of this one feature we are able to examine how the recorded flight trajectories affect learning of all possible fictive object positions within a region of interest (ROI) defined as the area viewed by the camera. The state vector is paired with a covariance matrix, $P$, partitioned as follows:
$\hat{x}=\left(\begin{array}{c}\hat{x_{v}} \\ \hat{y_{1}} \\ \hat{y_{2}} \\ :\end{array}\right), \quad P=\left(\begin{array}{ccc}P_{x x} & P_{x y 1} & P_{x y 2} \cdot \cdot \\ P_{y 1 x} & P_{y 1 y 1} & P_{y 1 y 2} \cdot \\ P_{y 2 x} & P_{y 2 y 1} & P_{y 2 y 2} \cdot \cdot \\ : & : & :\end{array}\right)$
where $P_{i j}$ represents the covariance between the state variables $i$ and $j$. The choice of representation and the frame of reference of the state are both arbitrary.

### 2.1.2 The process model

The state and covariance are updated following a movement of duration $\Delta t$ using the following equations:
$\hat{x}_{(t+1)}=f\left(\hat{x}_{(t)}, u_{t}, \Delta t_{t}\right)$
$P_{(t+1)}=\frac{\partial f}{\partial x} P_{(t)} \frac{\partial f^{T}}{\partial x}+Q_{t}$
where, $f$ is a differentiable state transition function, that maps the state estimate, $\hat{x}_{t}$, and control inputs, $u_{t}$, at time $t$, into a subsequent state $\hat{x}_{t+1}$. A matrix describing the process noise $Q_{t}$, together with the Jacobian of the state transition function $\left(\frac{\partial f}{\partial x}\right)$ is used to update the covariance matrix $P$.

The process noise is intended to account for any un-modelled movements and is given by:
$Q_{t}=\frac{\partial f}{\partial u_{t}} U_{t}{\frac{\partial f}{\partial x_{t}}}^{T}$
where $U_{t}$ is the diagonal covariance matrix of $u_{t}$.

### 2.1.3 The measurement model

As with the process model, in the EKF framework the measurement model need not be linear but must be differentiable. The measurement model provides a model of the sensor array and allows the prediction of the expected sensor activations given the current state estimate. For example, assuming a very simple ray tracing model of the visual system whereby a measurement can be made if there is a direct line of sight to the measured feature. Then the measurement model provides a prediction of the direction to the feature given the current estimates of the agent's position and orientation and the position of the feature. In the case of a simple ray tracing model of vision, this calculation involves straightforward trigonometry.

As well as a point prediction of the measurement $h_{i}$, the measurement model allows us to calculate the innovation covariance matrix $S_{i}$. The innovation covariance matrix $S_{i}$ represents the expected uncertainty in measurement $h_{i}$ and is given by:

$$
\begin{align*}
S_{i}= & \frac{\partial h_{i}}{\partial x_{v}} P_{x x} \frac{\partial h_{i}^{T}}{\partial x_{v}}+\frac{\partial h_{i}}{\partial x_{v}} P_{x y i} \frac{\partial h_{i}^{T}}{\partial y_{i}} \\
& +\frac{\partial h_{i}}{\partial y_{i}} P_{y i x} \frac{\partial h_{i}^{T}}{\partial x_{v}}+\frac{\partial h_{i}}{\partial y_{i}} P_{y i y i} \frac{\partial h_{i}^{T}}{\partial y_{i}}+R \tag{7}
\end{align*}
$$

where, $\frac{\partial h_{i}}{\partial x_{v}}$ and $\frac{\partial h_{i}}{\partial y_{i}}$ are the Jacobian matrices of the measurement model with respect to $x_{v}$ and $y_{i}$, respectively, $P_{x x}$, $P_{x y i}, P_{y i x}$ and $P_{y i y i}$ are sub-matrices of $P$, and $R$ is the measurement noise covariance that describes the accuracy of the measurements.

The accuracy with which measurements can be inferred is limited by the accuracy with which estimates of the bee's position and orientation can be made using the video recordings. Therefore, in this instance the measurement noise reflects both the limited acuity of the bee's visual system and the limited accuracy with which positional information about the bee can be determined from the video data.

### 2.1.4 Updating the state

Following a measurement $z_{i}$, the Kalman gain, $W$, is calculated and used to update the state and covariance estimates using:
$W=P{\frac{\partial h_{i}}{\partial x}}^{T} S^{-1}$
$\hat{x}_{t+1}=\hat{x}_{t}+W\left(z_{i}-h_{i}\right)$
$P_{t+1}=P_{t}-W S W^{T}$

## 3 The probabilistic framework applied to orientation flights

As we stated earlier we do not suggest that bees necessarily form the sort of maps that are used in SLAM. However, the approach provides a tool to quantify the information about the environment that a bee might extract on a given flight. By replacing the measurement model that describes a camera's optics with one that describes the optics of a bee, and similarly, replacing the process model with a motor model that describes the bee's movements we can construct a closedloop system for investigating active vision. The SLAM simulation using simple models of the bees' sensory and motor capabilities was run in parallel with the transcribed video data.

For clarity, it is worth restating that in our simulations we only ever track a single feature and that the position of this feature need not coincide with the true position of the landmark. By changing the position of a fictive feature and inferring where on the bee's retina its image would fall we are able to examine how the recorded flight trajectories affect learning. In the uncertainty maps of Figs. 5 and 7 each pixel represents the final uncertainty in the positional estimate of a fictive landmark at that pixel location following the simulated flight, given that the landmark was visible.

For the sensor model we assume that the bee is able to observe a given feature if it falls within the field of view and there is a direct line of sight to it. We further assume that the measurement noise and therefore the visual acuity is fixed. For the majority of our analyses we assume a functionally uniform retina, meaning that measurements are treated equally irrespective of where on the retina they are made. In a later analysis we look at the effect of restricting the input to the frontal retina. The motor model that we employ assumes that we do not have access to the control input. Instead it is assumed that all forces and torques that act on the bee are small and normally distributed around zero (Davison and Murray 2002) so at each time-step the velocity is assumed to remain constant while the covariance of the state estimate increases. This very simple and general motor model is sufficient to implement SLAM and allow our analysis of the orientation flights.

Setting the correct level for the process and measurement noise is key to the successful implementation of probabilistic SLAM. The measurement noise should represent as closely as possible the true accuracy of the measurements that are made of the world and the process noise should reflect, again as closely as is possible, the accuracy of the process model. Setting these values too high will result in slow convergence of the map estimates resulting in poor performance. Setting them too low can result in catastrophic failure as the system converges too quickly to an incorrect solution.

In order to set the value of the process noise covariance, Q, we assumed a zero mean impulse model and measured the squared difference between the model predictions and the observed movements. The variance of the measurement noise, $R$, needs to be able to account for both the limited visual acuity of the bees [ $\approx 5^{\circ}$ (Spaethe et al. 2001)] and the limited accuracy with which it is possible to determine the position and orientation of the bees from the video recordings $\left( \pm 5^{\circ}\right) . \mathrm{R}$ was therefore set to approximately 5 degrees.

One aspect of the SLAM problem that we do not address is the issue of initialising the map estimates. In a standard SLAM implementation operating in the real world deciding when and how to initialise a new feature into the map is a non-trivial problem. Since it is not possible to determine the distance to a feature given a single view of it, it is difficult to initialise the map entry to a sensible value. Most approaches have a separate initialisation procedure whereby a feature will be tracked for a few frames prior to the feature actually being added to the map. In our simulations we choose to initialise the map estimates at their correct value and to set the uncertainty in the landmark estimate to be high (100) and the uncertainty in the bee estimate to be low (1.0). This is intended to reflect that the bee knows the position of itself relative to the nest when it exits the nest but does not know the position of the landmark.

Using this probabilistic framework we can follow orientation flights, tracking how the structure of a flight reduces the uncertainty in the bee's estimate of its own position and of visual features within the environment. In Fig. 1a, these uncertainties are represented as ellipses around the landmark and the bee's positions. As the flight proceeds the uncertainty in the positional estimate of the bee increases while the uncertainty in the landmark positional estimate decreases as measurements of the landmark are made. This can be seen between $t=0.78$ and $t=1.5 \mathrm{~s}$, following measurements of the landmark which collapse the uncertainty perpendicular to the direction of viewing, and between $t=2.96$ and $t=3.7 \mathrm{~s}$, where the bee moves perpendicularly to the line of sight to the landmark, reducing uncertainty in the direction parallel to the line of sight.

### 3.1 Measuring uncertainty

As Fig. 1b shows, the total uncertainty in the system, measured in terms of the entropy, $H$, of the covariance matrix $P$;
$H=\frac{1}{2} \log \left(2 \pi^{d}|P|\right)$
is divided between the bee and the landmark estimates, where $d$ is the dimension of the state estimate and $|P|$ is the determinant of the covariance matrix.

Fig. 1 a An example of how the estimated uncertainty in a SLAM based simulation of a real flight evolves during the course of a flight. Uncertainty in the landmark positional estimate and the estimate of the uncertainty in the bee's position are represented by ellipses and shown at several instances throughout a sample orientation flight. All distances are measured in mm and the timestep was 0.02 s . The nest (open square) is at $(0,0)$ and the landmark (filled circle) is at $(125,0)$. b The bottom panel shows the evolution in uncertainty over the course of the flight shown in a. The top line shows how the uncertainty of the whole system develops, the middle line shows the uncertainty in the estimate of the landmark position and the bottom line shows the bee's positional uncertainty.

The goal in a standard robotics implementation of SLAM is to reduce the uncertainty in the whole system. However, for our purposes, the total uncertainty might not be appropriate. We therefore look at how both the landmark's and the observer's uncertainties evolve during the course of a flight in order to determine the correct measure to use in our analyses.

The bee's positional uncertainty increases monotonically and smoothly during the flight (bottom line Fig. 1b). The only deviation from this pattern occurs towards the later portions of the flight when close inspection reveals occasional small reductions in uncertainty. The increase in uncertainty reflects any noise effects or inaccuracies in our process/motor model and the small reductions in uncertainty relate to sections of the flight when the bee is able to re-orient itself relative to the landmark.

The estimated landmark uncertainty shows a different pattern, starting high and reducing at a fairly constant rate. The reduction in the landmark uncertainty due to each measurement is determined by four things, namely the prior level of uncertainty in the landmark estimate, the level of uncertainty of the bee's positional estimate, the accuracy of the measurement (determined by the measurement noise), and finally on the movements that are executed by the bee. The initial rapid reduction in uncertainty is mainly due to the bee being very certain of its own position and to the relatively large move-
ment across the retina of the landmark due to its close proximity. As the flight progresses the reductions in uncertainty become smaller. This is due to the increased uncertainty in the bee's own positional estimate and to the smaller relative movements that occur at greater distances.

If bees do map salient visual features in a way that can be modelled using SLAM, and use such maps to re-orient when features come back into view, then it is the estimated landmark uncertainty that is the correct measure of learning efficacy to use in our analyses. The reasoning is as follows. Following a learning flight the bee leaves the immediate nest locale for its foraging flight. During this flight its positional uncertainty will increase due to inaccuracies in estimating ego-motion. In contrast the map entries for any landmarks learned during the learning flight will remain unchanged while out of view. If the learning was effective then the estimated uncertainty will be highly correlated with the accuracy of the map entry. In this way the uncertainty in a landmark estimate should give a measure of how effectively the bee has been able to learn the position of the landmark and consequently how well the bee will be able to re-orient when the landmark comes back into view. Given this reasoning, it is the uncertainty in the landmark estimate that proves relevant for our analyses, since this measure reflects how suitable a given set of movements were for learning the position of a particular landmark. It is this measure of uncertainty in the


Fig. 2 a A commercially available bumblebee hive is positioned underneath a featureless but textured $180 \times 150 \mathrm{~cm}$ board containing a single conspicuous landmark in the form of a small black cylinder. The bees enter and exit through an inconspicuous entrance that is positioned a small distance from the landmark. A camera was positioned on a frame and pointed down on the board in order to record the position and orientation of the bees during the initial phase of their foraging trips. b An example of a bumblebee flight recorded with this set-up. The ball and stick icons represent the head position and body axis of the bee at 20 ms intervals. The black circle represents the position of the 5 cm diameter landmark. All distances are measured in mm. The nest (open
square) is at $(0,0)$ and the landmark (open circle) is at $(125,0)$. c The upper and lower traces represent the bee's distance away from the nest entrance and the bee's speed, respectively. These parameters were used (see Sect. 2) to determine the end of the first phase of bees' flights (red markers in $\mathbf{b}$. d Density plots showing the distribution of bee positions across all 37 flights for the first (top) and second (bottom) phases. The scale indicates the overall number of time-steps for which a bee was present at a given position in the ROI. The nest (open square) is at $(0,0)$ and the landmarks (open circles) were at approximately $(125,0)$. All distances are measured in mm .
the bee faced. The orientation of the body axis is given by the major axis of the bee's image with the head end identified from both the shape of the image and the direction of movement between frames. The program allowed the computed values to be checked and when necessary adjusted by hand. The accuracy of the positional data was $\pm 1 \mathrm{~mm}$ and the orientation data was $\pm 5^{\circ}$. A typical example of a flight is shown in Fig. 2b. We only have horizontal positional information as height was not monitored, however, we observed that the bees fly close to the table for most of each learning flight. Height is only gained towards the end of the recorded flight segments.

Most orientation flights follow a similar pattern. An initial phase where bees are very close to the nest entrance and moving slowly is followed by the bee moving away from the nest entrance and commencing the characteristic arcing behaviour. To ensure our results were not dominated by the initial phase where the bee is very close to the nest, we performed our analyses on the whole flights and on each phase separately. As there were some occasions when the bee continued the first phase behaviour of slow flight close to the nest after a brief foray away from the nest, we could not simply decide the phases based on distance to the nest. We therefore defined the end of the first phase as the point where the distance from the nest multiplied by the squared velocity exceeded 500. This ad hoc approach divided the flights into
distinct behavioural sections, in which the second phase was not dominated by the bee adopting positions close to the nest. Figure 2c shows the velocity and distance traces for the flight shown in Fig. 2b. The first phase is marked by red icons in Fig. 2b and a grey area in 2c.

### 3.3 Which parts of the world do the bees view?

For our analyses we need to know the extent of the bumblebees' horizontal visual field. For each frame of the video we took the bee's position and horizontal body axis orientation and used this to infer which parts of the environment were in view, which were being occluded by the bee's own body, and which parts were being viewed binocularly. Measurements are not available for the frontal binocular region and for the posterior occluded region in bumblebees and we have taken values based on the honeybee (Seidl and Kaiser, 1981) adjusted for the larger body of the bumblebee. We therefore use a value of $30^{\circ}$ for the frontal binocular region and $55^{\circ}$ for the posterior occluded region.

Each pixel in the image was scored according to the following criteria; 0 points for occlusion and 1 point for being in view and 2 points for pixel positions that were viewed binocularly ${ }^{2}$. A running total was maintained for each pixel over the course of a flight. The final totals were used to create a 2D frequency histogram that showed which parts of the environment were viewed most often. We performed similar analyses using only the frontal $20^{\circ}$ as the region in view and also without treating binocular regions differently. These analyses produced qualitatively similar results to those presented and are therefore not reported here.

### 3.4 What optic flow is generated by flights?

From the bee's position and velocity we can infer the optic flow that would be generated by a visual feature at a given position. For each time-step $(t)$ we calculated the change in retinal position, from time $t-1$, for hypothetical visual features at every position within our ROI. Since any optic flow produced by the bee's own rotations will be uniform across the entire retina it will provide no cues to depth. High speed and high magnification recordings show that wasps segregate translational and rotational movements during orientation flights. They punctuate spells of translation when they hold a constant body orientation with brief saccadic turns (Zeil et al. 2007). With this in mind we calculated both the total optic flow and the optic flow that resulted from purely translational movements. We then considered two different ways of measuring the optic flow that would be produced by

[^2]each point in space, given the recorded flight trajectories. We first considered which points in the world consistently generated perceptible optic flow. As a measure of consistency we keep a cumulative score for each position representing the total number of frames where a landmark at that location would generate optic flow less than $100^{\circ} \mathrm{s}^{-1}$. This upper bound is set by the blur velocity of the bee visual system, which is dependent on the spatial and temporal resolution of the compound eye (Land 1999). We set no lower bound on what constitutes behaviourally relevant optic flow since any signal that can be measured should provide some information. We also measured the total magnitude of optic flow by summing the optic flow signal across all time-steps in which the optic flow was less than $100^{\circ} \mathrm{s}^{-1}$. This resulted in four different measures of optic flow.

## 4 Results

### 4.1 Visual consequences of flight structure

In accordance with previous descriptions of the orientation flights of flying insects, bumblebees in this set of flights tended to face the landmark and nest whilst gradually backing away from them performing arcs of increasing radius. Consequently, the area of the environment viewed most often is a triangular region emanating from the nest roughly symmetrical about the landmark (Fig. 3). The results for three typical flights, having short, medium, and long durations, and summary data for all flights show the same general structure. Additionally, we observed that orientation flights seemed to be composed of two phases (Fig. 2c, d). In an initial phase, the bees remained close to the nest, moved slowly often rotating as if to scan the entire visual field. During the second phase bees flew a series of arcs, with both speed and distance from the nest gradually increasing. As these phases could be functionally distinct, here and throughout we have augmented our analysis of the entire flights by also examining these phases independently. When considering which parts of the environment are viewed most often, the results are qualitatively similar for both flight phases (Fig. 3b, c). The major difference comes from the increased arc lengths later in the flights when views tend to be more focussed on the region between nest and landmark.

The bees flights are thus structured so that the area between nest and landmark is viewed most often. If however, viewing this area were all the bees were trying to achieve then it is unlikely that we would see any other structure in the data. We next examine the optic flow generated by the flights.

Figure 4 shows two different measures of optic flow, total magnitude and overall consistency, for movements with and without rotations. When translational and rotational movements are considered together the two measures of optic flow


Fig. 3 a Density plots of the frequency with which each location in the environment is viewed during single short, medium and long orientation flights (left to right, respectively). Bee position and orientation are shown every 20 ms as ball and stick. All distances are measured in mm . The nest (open square) is at $(0,0)$ and the landmark (open circle) is at $(125,0)$. Lighter regions are viewed most often. Scales vary due
to sample size differences. b-d Combined data for 37 flights showing first phase, second phase and entire flight, respectively (see Sect. 2 for description of phases). Landmark positions (black circles) varied slightly between recordings. Again lighter regions are viewed most often

Fig. 4 Four different measures of optic flow. Combined data for 37 flights. a, b Magnitude and consistency of optic flow for combined rotational and translational movements. c, d Magnitude and consistency of optic flow for purely translational movements (see text for details). All distances are measured in mm . The nest (open square) is at $(0,0)$ and the landmark (open circle) is at $(125,0)$. Landmark positions varied slightly between recordings

produce broadly similar distributions (Fig. 4a, b). We observe a clear bias towards the area containing the landmark, indicating that this region produces both a consistently perceptible and large optic flow signal. However, when we consider only translationally induced optic flow as might be produced during the translational phase of a body saccade, the two measures produce qualitatively different distributions (Fig. 4c, d). Measuring the magnitude of the signal results in a symmetrical distribution centred on a region midway between the
nest and the landmark (Fig. 4c). In contrast, measuring the consistency of the signal results in a minimum at the nest position, with regions behind the landmark consistently generating perceptible flow.

Considering the implications of these results for how well each flight is structured for learning the landmark position begs the questions of what optic flow bees use, how they use it and how it might be extracted. Zeil et al. (1996) observed that wasps seem to keep the image of the area around the
nest as stationary as possible during their learning flights. This is broadly consistent with Fig. 4 a and b. In a subsequent paper, Voss and Zeil (1998) show how behavioural routines that combine rotations and translations could facilitate the extraction of depth information by performing movements that produce informative patterns of optic flow. The patterns of optic flow produced by our flights are dependent on which measure we use. This highlights the difficulty of interpreting optic flow: is high or low optic flow useful? Determining and justifying what constitutes behaviourally relevant optic flow and the difficulty in deciding how to measure its informational content provides motivation for our use of probabilistic SLAM.

### 4.2 Analysis of flight structure using probabilistic SLAM

There are two important features of our probabilistic SLAM model. First, as the agent learns the position of a visual feature in the environment it also maintains an estimate of the uncertainty of this estimate. This uncertainty value can provide a quantitative measure of the utility of a particular flight structure for learning the position of a visual landmark. If the learning is effective then uncertainty should be highly correlated with accuracy and so the uncertainty in a landmark estimate should give a measure of how accurately the bee will be able to re-orient when the landmark comes back into view. Our analysis involved, for all flights, running the model multiple times to simulate how learning would have progressed for all possible landmark positions. Comparison of the final uncertainty values for different fictive landmark
positions, tells us where in the environment a visual landmark would be learnt most accurately for a given flight.

The second key feature of our approach is that by using a closed-loop model, we capture the sensory consequences of movements. The impact that particular movements have on positional estimates is automatically incorporated. We do not need to make assumptions about which movements might be useful to the agent but instead only consider the effects of a flight structure on uncertainty reduction. This means that we do not need to classify movements as, for instance, peering or pivoting, we simply consider the utility of that movement in terms of reducing positional uncertainty (e.g. see Fig. 1).

Figure 5 shows a SLAM analysis of the three example flights together with an analysis of the combined data from all flights in out dataset. We did not normalise the individual uncertainty maps prior to combining them since this would have biased our results in favour of the shorter flights during which the arcing behaviours were less prominent. Moreover, the uncertainty maps for individual flights had a similar range of values so we simply calculated the mean value across all flights for each position within our ROI. The SLAM analysis suggests that the region around the nest entrance would be the region that would be most effectively learned given the recorded flights and our assumptions about the bees' sensor and motor capabilities. Again, we see no observable bias towards the position of the landmark. This analysis therefore also argues against the hypothesis that the bees are attempting to specifically learn about the position of the landmark by structuring their flight to extract depth information in an optimal or even near-optimal way.


Fig. 5 a SLAM analysis of single flights. The contour plots show the final uncertainty in a SLAM based map for fictive landmarks placed at each point in the ROI. The position of the nest entrance is indicated by the white square and the true position of the landmark is shown by the black circle. $\mathbf{b}-\mathbf{d}$ Combined data for 37 flights showing first phase, sec-
ond phase and entire flight, respectively (see Sect. 2 for description of phases). All distances are measured in mm . The nest (open square) is at $(0,0)$ and the landmark (open circle) is at $(125,0)$. Landmark positions varied slightly between recordings

Fig. 6 SLAM analysis of artificial flights showing the effects of viewing direction and flight structure. The top row shows a straight flight, the middle row a spiral centred on the nest, and the bottom row a spiral centred on the landmark. The left column shows the result of each flight when facing the direction of movement, the middle column when facing the nest, and the right column when facing the landmark. All distances are measured in mm . The nest (open square) is at $(0,0)$ and the landmark (open circle $)$ is at $(125,0)$


To help us interpret the uncertainty maps of Fig. 5 we also looked at the uncertainty maps that would be produced by artificial flights. The artificial flights were generated by taking a recorded flight and changing the viewing direction and direction of movements, while maintaining the same speed profile. Figure 6 shows the uncertainty maps generated for three illustrative artificial trajectories, a straight flight, and nest or landmark centred spirals. To assess the impact of viewing direction we simulated three looking directions for each trajectory: in the direction of movement and fixating the nest or landmark. There are several points of note. First, the starting position has a strong influence on the final uncertainty map. In the straight flight when the agent faces forward (top left), despite the fact that the start is viewed less often than the end of the flight, the minimum is clearly at the start of the trajectory. The two other straight flights (top middle and right) show the more subtle effect of changing the viewing direction. It is possible to induce an asymmetry in the map by varying the viewing direction, however, the minimum clearly remains centred on the starting position. Second, it is possible to shift the focus of the uncertainty map. When the spiral flight is landmark rather than nest-centred, the uncertainty distribution changes and the region containing low uncertainties is clearly biased toward the landmark. Overall, it is evident that the path of the flight has a much stronger influence on the final uncertainty maps than viewing direction and it would be straightforward to
design a flight where the landmark location was learnt most accurately.

### 4.3 Varying the field of view

Anecdotal evidence suggests that during visuo-motor behaviour the frontal retina is important. In a final analysis we look at varying the field of view between $\pm 10^{\circ}$ up to a full $360^{\circ}$ to investigate what effect this has on the uncertainty maps in our SLAM simulations. Figure 7 shows a summary of the results for five different fields of view. The first thing to note is that irrespective of the field of view the uncertainty is always lowest for the area centred on the nest. However, when we look in more detail we see that a smaller field of view induces asymmetries in the resulting uncertainty map. This asymmetry is made clearer in Fig. 7b which shows the final uncertainty for fictive landmarks along a circle centred on the nest (shown in white in Fig. 7a). For narrow fields of view, $\pm 10^{\circ}$ and $\pm 45^{\circ}$, there is a clear asymmetry with a minimum centred on the true bearing to the landmark from the nest. For wider fields of view the reverse pattern is found, with the minimum at a bearing of $180^{\circ}$ relative to the true bearing to the landmark from the nest. The difference in the mean uncertainty (Fig. 7c) for fictive landmarks at $0^{\circ}$ and $180^{\circ}$ bearings is very small but significantly different $(t$ test, $P<0.05$ ) for all fields of view. The slight decrease in uncertainty for the position opposite to the true landmark position

Fig. 7 a Contour plots showing the final uncertainty maps for five different fields of view generated by combining all 37 recorded flights. The position of the nest entrance is indicated by the white square and the positions of the landmark are shown by the black circles. The large white circle in each plot indicates a line of equal distance from the nest that passes through the landmark. b Final uncertainty for different fields of view along lines of equal distance from the nest. The true position of the landmark is at a bearing of $0^{\circ}$. c Box plots describing the final landmark uncertainty for fictive landmarks at bearings relative to the nest of $0^{\circ}$ and $\pm 180^{\circ}$ for different fields of view. The boxes have lines at the lower quartile, median, and upper quartile values. The whiskers are lines extending from each end of the boxes to show the extent of the rest of the data, excluding outliers (crosses). The difference in the means at bearings relative to the nest of $0^{\circ}$ and $\pm 180^{\circ}$ are significantly different ( $t$ test, $P<0.05$ ) for all fields of view

is due to the bee backing away from the landmark and therefore flying closer to this point. The asymmetry that we see for narrower fields of view is probably due to the bees maintaining the landmark in the frontal part of their visual field as they back away from the nest.

## 5 Discussion

Orientation flights have been proposed to aid learning in several ways. For instance, it could be that the flight simply keeps the bee in the vicinity of the nest, thus enabling it to sample the visual environment in this region many times. A second hypothesis is that the flights facilitate the acquisition of 2 D images of the world (snapshots), possibly at the ends of the arcs (Collett and Lehrer 1993; Collett 1995).

The first hypothesis is clearly compatible with our data although it fails to explain the arcing behaviour that is so typical of these flights. It is not clear to us how we could test the second hypothesis with our current approach. We therefore leave open the possibility that the structure and function of
the flights is related to learning snapshots. Our approach can however be applied to examining a third hypothesis, namely that the arcing structure of the flights is optimised for measuring the distance to conspicuous landmarks in the immediate vicinity of the nest (Cheng et al. 1987; Lehrer 1991, 1993; Zeil 1993b; Collett and Zeil 1997).

The aim of our study was to determine to what degree the structure of orientation flights is consistent with bees learning a metric representation of their environment. To do this we asked whether the flights were, in some well defined way, optimised for learning the position of a single conspicuous landmark. The key analyses assessed which parts of the world consistently generate optic flow and which parts would be learnt effectively through a map-based feature tracking framework.

Our analysis of optic flow proved problematic. It is not clear how we can relate any of our measures of optic flow to the accuracy with which a bee might learn the position of a landmark, thus motivating our use of SLAM.

The SLAM analysis of flights shows little or no bias towards the actual landmark position. Instead, for our flight paths, positions of fictive landmarks near the nest entrance
were consistently learnt more accurately than those near the actual landmark position. We conclude therefore that although bees are clearly influenced by the landmark, in that they preferentially maintain it in their field of view, the focus of learning appears to be only very slightly influenced by the landmark position.

That learning is centred on the nest is perhaps unsurprising. That there appears to be only a very subtle bias towards the position of the landmark argues against the hypothesis that the flights are specifically structured so as to learn about the position of the landmark. When we restrict the field of view of the simulated bee (Fig. 7) the actual landmark position now has a lower uncertainty than other positions at the same distance from the nest. While the difference in uncertainty is consistent, it is small and we do not yet know if bees preferentially use their frontal field for landmark guidance and so it is hard to assess the behavioural significance of this result. Moreover, even in the case of the highly restricted field of view, positions close to the nest have by far the lowest uncertainty.

Learning flights in ground-nesting bees and wasps are known to have a distinct 3D structure, with the insects gaining height and horizontal distance from the nest at roughly the same rate (Zeil 1993a; Zeil et al. 1996). However, for the flights we observed, the bees maintained a fairly constant height throughout the portion of the flight that we were able to record. Given a 3D trajectory, a SLAM analysis could equally well be performed in three dimensions. If we included height we would expect to see a similar pattern of results to the ones we report here, although we might expect to see higher uncertainty in the height estimate due to the lower variation in movements in this dimension. Interestingly, bees with a nest on a vertical surface exhibit a more oscillatory vertical component during their orientation flights. Rudolf Jander observed Euglossine bees performing almost circular orientation flights outside their arboreal nest entrance (Jander 1997). It would be interesting to apply a SLAM analysis in 3D to these flights to see whether learning was focussed on the nest in the third dimension in the same way as we have observed for movements in the horizontal plane.

In this paper, we have introduced an approach derived from probabilistic SLAM to analyse bee orientation flights and investigate whether they are structured to efficiently learn the positions of the landmarks that are available in a given terrain. Our analysis focussed on the accuracy with which fictive objects at different locations would be localised. We showed that our flights are not optimised to learn about the position of a prominent landmark, but are more suited to learn about objects near the nest. One of the benefits of this approach is that we can vary the parameters of the sensor and motor models to investigate different aspects of a system in a closed-loop. This also allows the incorporation of new information about the motor patterns and sensory
capabilities of bees or, indeed, other species, as and when they become available. We contend that this approach provides a powerful new tool for the study of active spatial learning.
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[^1]:    ${ }^{1}$ Jander (1997) characterises orientation flights as having two distinct phases. The first phase is generally near the nest and composed of small slow movements and is followed by larger spirals around the nest. For the remainder of this paper any reference to orientation flights will relate to the small scale TBL behaviours that the bees perform on first leaving their nest.

[^2]:    ${ }^{2}$ In a noiseless system there is no benefit to making multiple measurements of the same point in space, the situation changes however when we consider noisy measurements.

