
pest–plant cycles or even single-species dynamics with second-order delays such as
maternal effects, which lead to periods of over 6T (ref. 24). The last would increase the
prevalence of single-species dynamics.

Scaled period, t, was calculated by dividing the period (in years) by time to maturity (in
years), TC (sources in Supplementary Information 3). For cases in which t . 4, we then
asked if the cycle period in years exceeded 4TC þ 2TR ; in series involving lynx (average
maturation time ¼ 1.5 years) this sum was eight years; in all others, where consumer and
resource species develop in one year, it was six. Because maturation times and cycle periods
are approximations, estimates of t were rounded to the nearest integer. Periods with t ¼ 1
were assigned to single-generation cycles; those with 2 # t # 4 were assigned to delayed-
feedback cycles.

The series were analysed ‘blind’, without knowledge of the species name or trophic role.
We used multitaper spectral analysis25,26 using the algorithm described in ref. 27. This
technique avoids the often arbitrary choice of data tapering by using a series of optimal
slepian tapers. We classified a series as periodic if there was both a clear peak in the power
spectrum (of either the transformed or the untransformed data) and the corresponding P-
value was ,0.05. If there were missing values, we analysed the longest continuous segment
of the data. If, upon visual inspection, only part of the series appeared cyclic, we analysed
that segment. We analysed the data both with and without a logarithmic transformation,
and removed any linear trend in both cases. If several series were available from any given
area and time period, we analysed only one series, and only the predator if predator and
prey series were available.
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Microsecond differences in the arrival time of a sound at the two
ears (interaural time differences, ITDs) are the main cue for
localizing low-frequency sounds in space. Traditionally, ITDs are
thought to be encoded by an array of coincidence-detector
neurons, receiving excitatory inputs from the two ears via
axons of variable length (‘delay lines’), to create a topographic
map of azimuthal auditory space1,2. Compelling evidence for the
existence of such a map in the mammalian lTD detector, the
medial superior olive (MSO), however, is lacking. Equally puz-
zling is the role of a—temporally very precise3—glycine-mediated
inhibitory input to MSO neurons. Using in vivo recordings from
the MSO of the Mongolian gerbil, we found the responses of ITD-
sensitive neurons to be inconsistent with the idea of a topo-
graphic map of auditory space. Moreover, local application of
glycine and its antagonist strychnine by iontophoresis (through
glass pipette electrodes, by means of an electric current) revealed
that precisely timed glycine-controlled inhibition is a critical
part of the mechanism by which the physiologically relevant
range of ITDs is encoded in the MSO. A computer model,
simulating the response of a coincidence-detector neuron with
bilateral excitatory inputs and a temporally precise contralateral
inhibitory input, supports this conclusion.

Sensitivity to ITDs, which can be in the order of only micro-
seconds4, requires neuronal processing with a temporal acuity far
beyond that normally observed in the mammalian central nervous
system. Traditionally, ITD processing in mammals and birds is
explained by means of an elegant model devised by Jeffress more
than 50 years ago1. The model assumes the existence of arrays of
coincidence-detector neurons receiving excitatory inputs from the
two ears. Neurons respond maximally when stimulus-evoked action
potentials, phase-locked to the stimulus waveform, converge from
each ear simultaneously. Different conduction delays from each ear,
assumed to result from a system of delay lines, provide a means by
which different coincidence-detector neurons encode different
ITDs. A systematic arrangement of such delay lines is assumed to
create a topographic representation of ITDs and, thus, a map of
sound positions in the azimuthal plane.

For nucleus laminaris, the ITD-processing structure in birds, the
existence of such an arrangement has been confirmed5,6. However,
for the mammalian equivalent, the MSO (Fig. 1a), direct confir-
mation of such an arrangement is lacking. Spherical bushy cells
from each cochlear nucleus provide binaural excitatory input to
MSO neurons7,8, which in vivo recordings demonstrate to be
sensitive to ITDs9,10. However, MSO neurons also receive prominent
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glycine-containing inputs directly onto their somata, arising mainly
from the medial, and partially from the lateral, nucleus of the
trapezoid body (MNTB, LNTB; Fig. 1a)11–14. The contribution of
these inputs to ITD processing remains unknown3,15. To test directly
the extent to which the established Jeffress model is relevant to the
processing of ITDs in mammals, we recorded responses of ITD-
sensitive neurons from the MSO of the Mongolian gerbil (Meriones
unguiculatus), a rodent with well-developed low-frequency hearing.
Mongolian gerbils use ITDs for low-frequency sound localization16,
and have MSO neurons that show similar ITD sensitivity to that
reported for cats and dogs10. Iontophoretic application of glycine
and its antagonist strychnine permitted the assessment of the role of
inhibition in the mammalian ITD detector.

Responses were recorded from 36 low-frequency MSO neurons,
of which 24 were binaurally excited. Of these, 20 neurons were
sensitive to ITDs with 30–85% change in the discharge rate across
the physiologically relevant range of ITDs of the gerbil (roughly
^120 ms; shaded area in Fig. 1b). Most neurons (16 of 20)
responded selectively to ITDs of pure tones, 4 to ITDs of only
broad-band stimuli. The response maximum (best IDT) of individ-
ual neurons was largely independent of the stimulus frequency tested
(Fig. 1b), a feature consistent with the Jeffress model9. All neurons
responded maximally to sounds leading in time at the contralateral
ear (positive ITDs). Note that for the neuron in Fig. 1b, maximal
response is evoked by an ITD ofþ200 ms, outside the physiologically
relevant range of the gerbil. This was a general observation.

According to a commonly held view of the Jeffress model, ITDs are
systematically represented by the activity of individual coincidence-

detector neurons, creating a place code of azimuthal position by
virtue of their maximum firing rates1,2. It is generally assumed in
this scheme that response maxima of ITD functions are indepen-
dent of the frequency-tuning characteristics of the neurons. How-
ever, our data do not support this view. First, plotting the response
of each MSO neuron to interaurally delayed ‘best-frequency’ tones
indicate that most neurons respond maximally outside the physio-
logically relevant range (n ¼ 16; Fig. 2a). As a consequence, ITD
functions are steepest within the physiologically relevant range,
creating a maximum (and unambiguous) dynamic range for each
neuron’s ITD-evoked response within this range. Furthermore, the
ITD that evokes the peak response is dependent on neuronal tuning
for sound frequency (Fig. 2b); neurons with relatively low best
frequencies respond maximally at relatively long ITDs, whereas
neurons with relatively high best frequencies respond maximally at
relatively short ITDs, although with slight scatter of ITD maxima of
neurons with best frequencies higher than 700 Hz. This correlation
between best frequency and peak ITD, which is consistent with a
report from a much larger sample of neurons in the auditory
midbrain17, is highly significant (r 2 ¼ 0.83). When expressed in
terms of the equivalent best interaural phase difference (IPD), that
is, normalized for each neuron’s best frequency, the peak response
occurs at a constant IPD of þ0.12 cycles (s.d. ^0.043; n ¼ 16).
Consequently, the map of best ITDs in the MSO appears to run
along the tonotopic gradient; that is, there appears to be no ‘place
map’ of ITDs within individual frequency channels.

Figure 1 ITD coding in the mammalian MSO. a, Innervation pattern of the MSO. Excitatory

inputs (red) from ventral cochlear nucleus (VCN), and glycinergic inputs (blue) from MNTB

and LNTB are shown. b, ITD function of a gerbil MSO neuron, tested with pure tones at

different frequencies. As is typical, the peak ITD is independent of stimulus frequency. The

blue area indicates the physiologically relevant range for gerbils (^120 ms).
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The most puzzling finding in the mammalian ITD encoding
circuitry is the glycinergic inhibitory input to the MSO. To deter-
mine the role of this input on ITD coding, the inhibitory transmitter
glycine (n ¼ 5) or its antagonist strychnine (n ¼ 6) was applied
during recordings made from nine MSO neurons (two neurons
were successfully tested for both). For all five neurons, application
of glycine almost completely abolished the response to the test tone
(Fig. 3a, b) confirming the existence of glycine receptors and their
profound inhibitory effect on MSO neurons.

To assess more directly the influence of glycinergic inhibition on
ITD sensitivity of individual MSO neurons, we successfully applied
the glycine antagonist strychnine on six neurons. Five of these
neurons were sensitive to ITDs. Two effects were observed. First, in
all six neurons, strychnine produced a significant increase in
discharge rate (50–86% at or close to zero ITD). Second, for each
of the five neurons that were ITD sensitive, application of strychnine
shifted the peak of the ITD functions towards zero ITD. The blue
area in Fig. 3c shows the ITD function for one of the five neurons
(best frequency 1,060 Hz) under control conditions (in the absense
of strychnine). The ITD function showed the typical monotonic
increase of discharge rate across the relevant extent of ITDs, in this
case of about 83%. The neuron’s peak ITD wasþ170 ms, outside the
physiologically relevant range for the gerbil. When strychnine was
applied (red area in Fig. 3c), the best ITD shifted downwards to
þ50 ms, some 120 ms from its initial peak, corresponding to a shift in
best IPD of 0.127 cycles. The steepest slope of the function therefore
fell outside the physiologically relevant range of ITDs. In addition,
the function became nonmonotonic within the physiological range
and, hence, ambiguous for ITD. The dynamic range within the
physiological range was reduced from 83% to 21%. In each of the
five neurons tested, strychnine shifted the best ITD close to zero
ITD. The mean equivalent IPD of these five neurons before
application of strychnine was 0.148 cycles (^0.054) and 0.021
cycles (^0.053) during application of strychnine. Hence, strychnine
caused an average shift of 20.127 cycles (^0.064) The shifts
observed in all five neurons were statistically significant (paired
t-test, P , 0.014).

The averaged IPD functions for the five neurons after first
normalizing each function to the maximum discharge rate in the
presence of strychnine are shown in Fig. 3d. The average function is
similar to that of the example neuron in Fig. 3c. On average,
iontophoresis of strychnine produced a 67% (^9.8%) reduction
of the dynamic range of the response across the physiologically
relevant range of ITDs. The yellow arrows in Fig. 3c indicate the
apparent effect of the glycinergic inhibition, which differed at
different ITDs, being stronger when the ipsilateral stimulus was
leading in time than when the the contralateral stimulus was
leading. Because glycinergic inputs to the MSO are insensitive to
ITDs, the only explanation for this observation is that the inhibition
occurs in specific phase relation to the excitatory inputs; that is, it is
precisely phase-locked. To explain the influence of inhibition in
shifting the peaks of ITD functions in the observed direction, one
could assume ipsilaterally driven inhibition that follows (phase lags)
the ipsilateral excitation, contralateral inhibition that precedes
contralateral excitation, or a combination of both. However, con-
tralateral inhibition preceding contralateral excitation is a common
phenomenon in the bat MSO18, and the contralateral inhibition has
been shown to be more prominent than the ipsilateral inhi-
bition13,15.

The shift in ITD tuning that results from a phase-locked, con-
tralateral inhibition preceding contralateral excitation was simu-
lated using a modified Hodgkin–Huxley model19 (Fig. 4) on the
basis of physiological findings in neurons of the anteroventral
cochlear nucleus (AVCN). AVCN neurons exhibit similar nonlinear
membrane properties to those seen in the MSO. In this model, an
additional voltage-dependent, low-threshold potassium channel
renders the single-compartment model particularly sensitive to
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the relative timing of its spike inputs. Consistent with our physio-
logical observations (Fig 3c, d), Fig. 4a illustrates how increasing the
strength (that is, conductance G I,max) of the timed inhibition
progressively shifts the central peak of the function towards longer
values of ITD, and reduces the overall discharge rate. To simulate the
physiological results from the stimulation frequency of 1,000 Hz
(Fig. 3c), we set both the excitatory and the inhibitory synaptic time
constants to t ¼ 0.1 ms, giving a half-time of 0.25 ms (for lower test
frequencies, slower time constants were sufficient). ITD functions
for several stimulus frequencies are shown in Fig. 4b, for a simulated
neuron with a best frequency of 500 Hz. The typical pattern of a
coincidence-detector neuron is evident, with the position of the
central peak largely independent of stimulus frequency, although
there is a systematic tendency for the peak to shift towards lower
ITDs as input level decreases, owing to peripheral auditory filtering.
These results indicate that a phase-locked and precisely timed
contralateral inhibition, such as innervates the MSO from the
MNTB, and preceding the contralateral excitation, can account
for the neural responses observed.

Our data indicate that ITD tuning in the gerbil MSO is the
product of an interaction of precisely timed excitatory and inhibi-
tory inputs. Moreover, the glycinergic inhibition appears respon-
sible for tuning the steep slope of ITD functions to the
physiologically relevant range by suppressing the response to
ITDs at which the ipsilateral stimulus is leading. Because the
inhibitory input is not ITD sensitive itself, the most likely expla-
nation is that a monaural phase-locked inhibitory input is respon-
sible for this behaviour. In fact, sources of inhibition to the MSO,
from the MNTB in particular, show unique morphological and
physiological specializations (including calyx synapses) that enable
highly temporally precise transmission of neural signals20,21, and
strong evidence exists that the contralateral, MNTB-derived inhi-
bition is the dominant inhibitory input to the MSO13,15. To
influence responses to negative ITDs (ipsilateral leading), such
contralateral inhibition must precede contralateral excitation. Gly-
cinergic inhibition preceding excitation evoked from the same ear is
a common phenomenon in the bat MSO18,22. Exact temporal
adjustment of the input to the MSO from the MNTB is, therefore,
crucial for creating the ‘correct’ ITD, as is an inhibitory time
constant much faster than that observed in the rat MSO14. The
temporal adjustment of the fast time constant, however, might be
related to the experience-dependent elimination of glycinergic
synapses on MSO neurons during the first days after hearing
onset, refining the inputs to the MSO somata only—in contrast to
the diffuse distribution in the rat23. The finding that inhibitory
transmitters are crucial in processing ITDs (as with other temporal
cues8), taken together with evidence for an age-related downregula-
tion of inhibitory transmitters24, offers new ways of explaining age-
related hearing deficits, such as the deterioration of the capacity to

segregate sound sources. Finally, our results provide support for a
model of spatial hearing, based on recent observations in the guinea
pig midbrain17, in which the slopes of ITD functions, rather than
their peaks, are the critical feature in determining how they might
contribute to the localization of sound sources in azimuth.
Altogether, the traditional model of low-frequency spatial hearing1

seems not to be an adequate description of how ITDs are either
encoded or represented in the mammalian auditory system. A

Methods
Sample sizes
We recorded from 36 low-frequency (,2 kHz) neurons histologically localized to the
MSO, of which 20 showed a profound ITD sensitivity. It is commonly reported to be
difficult to record from MSO neurons25,9,10. Additionally, application of glycine and
particularly of its antagonist strychnine turned out to be difficult, presumably because of
the high density of cell bodies in the central region of the MSO and of the densely packed
myelinated MSO input and output fibres that prevented the relatively large molecule from
reaching the receptors of the cells from which we recorded. Thus, only ‘ideal’ recording
configuration allowed successful application of drugs, which explains the n ¼ 9 neurons
with drug application in this study.

Delivery of stimuli to animals
Animals (Mongolian gerbils, Meriones unguiculatus) were anaesthetized with a mixture of
Ketamine (10 mg per 100 g) and Rompun (2%) throughout the entire experiment. During
recordings, the animal was placed on a heating cushion in a sound-attenuated chamber.
Recording electrodes were inserted stereotaxically through the foramen magnum10. We
used glass pipettes for recordings filled with 2 M sodium acetate (impedance 10–30 MQ)
glued to a five-barrel glass electrode26, allowing local iontophoretic application of 0.5 M
glycine (10–40 nA), 0.01 M strychnine (50–250 nA), or 4% solution of horseradish
peroxidase (HRP, Sigma) at the recording site. One barrel filled with sodium acetate (1 M)
served as a balancing channel. Recording sites were anatomically confirmed by histological
analysis of the HRP injections.

Action potentials were recorded using conventional methods described elsewhere27.
Only action potentials from single neurons with a signal-to-noise ratio greater than five
were recorded.

Stimuli were delivered using Tucker Davis Technologies (TDT) System II27 and two
Beyer dynamics speakers (model DT 990), fitted to the ears by probe tubes (2 mm inner
diameter). The stimulus-delivering system and the speakers were calibrated using a
1/4-inch microphone (Reinstorp VtS), a measuring amplifier (MV 302, Microtech) and a
waveform analyser (Stanford Research Systems, model SR770 FFT network analyser).

Data recording
After electrophysiological isolation of a single neuron, a frequency-tuning curve was
measured and the best frequency and threshold determined. Sensitivity to static ITDs was
then tested using different stimulus frequencies. For all tests during drug applications, the
frequency was set to the best frequency of the neuron, 20 dB above its threshold. Stimulus
duration was 100 or 200 ms, delivered at a rate of 4 stimuli s per s with at least ten
repetitions. The stimulus delay was constant at the contralateral ear and varied at the
ipsilateral, covering a range of up to ^l ms (resolution of 50 or 100 ms). Data were analysed
offline using individual spike times and peri-stimulus-time histograms. Also, we
performed a vector analysis to evaluate the degree of phase-locking and the best ITD25,28.
All experiments were approved according to the German Tierschutzgesetz.

Model parameters
The model is identical to one previously applied in the simulation of MSO neurons29, and,
if not otherwise stated, all parameters used here were identical, except that both the
excitatory and the inhibitory synaptic time constants were short (t ¼ 0.1 ms), giving a

Figure 4 Simulation of the shift in ITD caused by timed contralateral inhibition using a

modified Hodgkin–Huxley model (see text). a, ITD functions with various inhibitory

synaptic strength (tuning maximum synaptic conductance, G I,max) show the influence of

the contralateral inhibition on best ITD and overall spike rate (signal frequency is

1,000 Hz). b, ITD functions of a simulated 500-Hz neuron to interaurally delayed tones of

various frequencies. The central peak of the ITD functions is largely independent of the

stimulus frequency (G I,max ¼ 10 nS).
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half-time of 0.25 ms. The maximum excitatory conductance was G E,max ¼ 1.5 nS. All
2 £ 24 excitatory and 24 inhibitory pre-synaptic inputs were generated independently by
an auditory nerve model30 that produced about 160 spikes in response to the 1-s-tone-
burst stimulus when the tone’s frequency equals the best frequency. The contralateral
inhibition led the excitation from either side by 0.2 ms. For simplicity, the simulations of
cochlear nucleus neurons and inhibitory interneurons in the trapezoid body were omitted.
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Myelin-derived axon outgrowth inhibitors, such as Nogo, may
account for the lack of axonal regeneration in the central nervous
system (CNS) after trauma in adult mammals. A 66-residue
domain of Nogo (Nogo-66) is expressed on the surface of
oligodendrocytes1 and can inhibit axonal outgrowth through
an axonal Nogo-66 receptor (NgR)2. The IN-1 monoclonal anti-
body recognizes Nogo-A and promotes corticospinal tract regen-
eration and locomotor recovery3–5; however, the undefined
nature of the IN-1 epitope in Nogo, the limited specificity of
IN-1 for Nogo, and nonspecific anti-myelin effects have pre-
vented a firm conclusion about the role of Nogo-66 or NgR. Here,
we identify competitive antagonists of NgR derived from amino-
terminal peptide fragments of Nogo-66. The Nogo-66(1–40)
antagonist peptide (NEP1–40) blocks Nogo-66 or CNS myelin
inhibition of axonal outgrowth in vitro, demonstrating that NgR
mediates a significant portion of axonal outgrowth inhibition by
myelin. Intrathecal administration of NEP1–40 to rats with mid-
thoracic spinal cord hemisection results in significant axon
growth of the corticospinal tract, and improves functional
recovery. Thus, Nogo-66 and NgR have central roles in limiting
axonal regeneration after CNS injury, and NEP1-40 provides a
potential therapeutic agent.

Previously, we sought to determine which residues within the
Nogo-66 domain are responsible for inhibition of axon outgrowth1.
Five 25-residue peptides, consisting of overlapping segments of the
Nogo-66 sequence, were assessed in axonal outgrowth assays. Only
the peptide consisting of residues 31–55 is inhibitory, demonstrat-
ing the role of these residues in receptor activation. However, the
inhibitory potency of this peptide is three orders of magnitude less
than the entire 66-residue fragment, suggesting that regions other
than residues 31–55 contribute to high-affinity binding of Nogo-66
to its receptor. To determine which Nogo-66 residues are required
for high-affinity binding, we produced fusion proteins of placental
alkaline phosphatase (AP) and various fragments of Nogo-66.
Several of the Nogo-66 deletion mutants bind as avidly as Nogo-
66 to COS7 cells expressing NgR (Fig. 1a). Notably, the deletion of
residues 34–66, encompassing half of the Nogo-66 sequence, does
not prevent high-affinity binding by the Nogo-66(1–33) fusion
protein. Binding of the Nogo-66(1–31) fusion protein is slightly
reduced (dissociation constant, K d ¼ 24 ^ 11 nM; Fig. 1a and data
not shown) compared with the Nogo-66(1–33) and longer fusion
proteins (K d values ¼ 11–14 ^ 3 nM). Additional deletions from
the carboxyl end of Nogo-66 markedly reduce NgR binding, such
that proteins containing fewer than the 31 N-terminal residues of
Nogo-66 exhibit no binding to NgR under these conditions. The
necessity of residues at the N terminus was tested in the setting of
the Nogo-66(1–40) fusion protein. Deletion of five N-terminal
residues in the Nogo-66(6–40) protein significantly reduces bind-
ing, and deletion of ten residues (Nogo-66(11–40) protein)
abolishes binding. Thus, residues 1–31 seem to be sufficient for
high-affinity binding to NgR. Within the N-terminal portion of
Nogo-66, at least some of the first ten residues (RIYKGVIQA) and
residues in the 30–33 region (SEEL) are necessary for maximal
binding. The necessity of specific residues from 11–30 for high-
affinity binding is not tested here.
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